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ANIMAL BREEDING NOTES
CHAPTER 1

DEFINITIONS AND ELEMENTARY MATRIX OPERATIONS

Definitions
Matrix: set of numbers arranged by rows and columns. For example, suppose that three bulls

have the following numbers of progeny in two herds:

Bulls
Herds 1 2 3
1 4 6 1
2 5 8 3

These numbers of progeny per bull can define a rectangular matrix A with 2 rows and 3

columns:
4 6 1
A2><3 =
5 8 3
The dimension of A is defined in terms of its number of rows and columns. Thus, the matrix A

has dimension 2 x 3. Each number in A,x;3 is called an entry or element.

In general,
arl aiz ajc

ArXc = . . ST {aij}rXc

ari a2 Are



«.th
where a; =1j element of Apx.
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Square matrix: matrix where the number of rows (r) is equal to number of columns (c). For

instance,

b[] b[Z . .
By, = = B, = {bjj}» is a square matrix.
bZI b22

The following are square matrices that have special structures:

a) Diagonal matrix: offdiagonal elements are zero:

di 0 ,
D, = = diag {dii}»
0 d22

b) ldentity matrix: offdiagonal elements are zero and diagonal elements are 1's.

I

c) Upper (lower) triangular matrix: elements below (above) the diagonal are zero:

i Uuri us
U B }

L 0 Uz2

i L1 0:|
L =

L br1 02z

Vector: array of numbers forming a single column (column vector) or a single row (row vector).

For example:



Vi

y = | y, | 1sacolumn vector and,
V3

X = [x1 X2 X3 ] 1S a row vector.

Scalar: a single number, e.g., 5. A scalar can be considered to be 1 x 1 matrix.

Summation notation:

n
ZVi = vitvytvy+..+vy
i=1
m n
Z Zaij = apptapt..aptatapnt.. tayt
i=1 j=1
... T amn
m
z aix by = ajbyj +apbyj ... + aimby;
k=1
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s + aml + am2 +

Transpose of a matrix: matrix obtained by interchanging the rows of the original matrix. Thus,

the transpose of A, denoted as A’qxy, 1S:

ajl azy arl

a2 az2 a2
Alcxr =

L Aic (252 Are |
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Symmetric matrix (square matrix only): An arbitrary matrix A is said to be symmetric if A =
A’. Thus,
A symmetric = {aj; = a;;} .

Examples of symmetric matrices are:

dii 0 1 0 6 4
D, = , L = ,and B, = .
0 ds 0 1 4 8

Matrix operations

Addition: Defined only for matrices of the same dimensions,
Are T Bue = {ajtDbij}mc
Subtraction: for A and Brx
A-B = {a;-b;}
Scalar multiplication: for an arbitrary scalar ¢ and matrix Axc,
cA = {caj; = {by}
Results: for matrices A, B and C of equal dimension and scalars ¢ and d,

a) (A+B)+C =A+B+C),
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b) A+B = B+A,

c) c(A+B) = cA+cB,
d) (c+d)A = cA+dA,
e) (A+B) = A'"+B/,

f) (cd)A = c(dA), and

g) (cA) = cA’.

Matrix multiplication: The product of matrix A, times matrix By, exists if and only if the
number of columns of A (i.e., v) is equal to the number of rows of B (i.e., m). If so, the resulting
matrix C is an u X n matrix whose ijth element (c;j) 1s equal to the sum of the products of the

elements in the i row of A by the elements in the jth column of B, 1.e.,

C = ABexistsif v=m, and {c;} =(Z ik bkjj
k=1

For example,

l:au aiz :H:bu bi> b13} {aubu"'aubm | aibi>tanb:: | aibisTanb:;
b2 b bis

azr Az a21b11+6122b21 | azzb12+a22[)22 | azzbis+azzbz3

Numerically,
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{2 1“301}_{722}
1 311 2 0 6 6 1

Remarks:

a) AA = A’ exists only for square matrices.

b) If AB exists it does not imply that BA exists, unless dim A = reciprocal of dim B, e.g., A3«

and Buxs. A special case is the multiplication of a matrix by its transpose, i.e.,

AA’ and A’A always exists.

c) if A =square and symmetric, then

A'A = AA" = A%
Results: for matrices A, B and C of appropriate dimensions and a scalar c,

a) c(AB) = (cA)B,
b) A(BC) = (AB)C,
c) AB+C) = AB+AC,

d) B+C)A

BA + CA, and
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e) (AB) = B'A’.

Vector multiplication: for matrices A;x. and Bcx, and vectors yexq and Xexq

a) Yixe Xex1 = Pix1 18 a scalar,

b) Xex1 Yixe' = Pexc 18 @ matrix,

C) Apc Xex1 = Prx1 18 @ column vector, and

d) Yixe' Ben = pixn’ 1S @ row vector.

Examples:
1
a) 2 41]2] = 11
1
1 2 4 1
b) |2|[241] = |4 8 2
1 2 4 1
1
0 110}2 :{3}
Lo 1) 3
100
d 241]]o 1 1| =[24 3]



[1-8]
Trace of a matrix (square matrix only): sum of the diagonal elements. For an arbitrary square

matrix A,

tr An = iaii
i=1

Note: If A, =1, thentr I, =n.
Results: for matrices A and B of appropriate dimensions and a scalar c,

a) tr (A+B) = tr (A) +tr (B),
b) tr (A") = tr (A),
c) tr(cA) = ctr(A),

d) tr(AB) = tr (BA) = > > gy b;i, and

i=1j=1

e) tr(AA’) = > Y 4f if Aisasquare matrix.

i=1j=1

Partitioned matrices
Frequently matrices are handled more easily in a partitioned form. For instance, Anxn can be

partitioned as:

A = [A1|A2]



where Aj = mxn;, A,=m xXnp, andn; +n, =n.
Example:
1 2013
A = [A1|Az] =
0 1| 2

Finer partitioning of matrices are also possible. Thus, A could be partitioned into four

submatrices:
A | A Al | A
A = and A’ =
Ao | A Ais | Ax
Example:
SEEE
1 2] 3
2 |1
A= |-- - -- and A’ =
| --
0 1| 2
13 ] 2]

Partitioned matrix operations

Addition and Subtraction: submatrices must be of the same order.

A+ B | At B
A+B =

A2t Bar | At B

Example:

[1-9]
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Multiplication: submatrices must be conformable for multiplication. For example, let
A A Bi
A = and B =
Azi Az B>
Then, the product AB in partitioned form is:
A BT AB: Ci

AxBitAnB: C,

The product AB exists in partitioned form if A;;B;, A12B2, A21Bj and A,;B; exist and if A;;B;

and A,B; as well as A,1B; and A»,B, are conformable for addition. Thus,

number of columns of A;; and A;; = number of rows of By, and

number of columns of Aj; and Ay, = number of rows of B,.

Example:




[2 3]+[0 3]
0P 2
2
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Partitioned matrices can be multiplied as if the submatrices were real numbers, provided that the

partition of the columns of the first matrix is the same as the partition of the rows of the second

matrix. Thus, the product of any two conformable matrices A and B in partitioned form is:

- A Az A 1T B
Ay A oo Ao B2
L Avl Av2 Avu gL Bul

where Cij= > 44 By -

k=1

B>
B2

BuZ

Blw
BZW

Buw

Cn
Cai

Ci2
Cxn

Clw
CZW

Direct sum: defined for matrices of any order. The direct sum of matrices A, and Bixc is:

A 0,,
AeB =
0,, B
where,
01, =m x ¢ null matrix, and

0,; =r xn null matrix.

} = Cumir.ntc (block-diagonal),
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Example:
(30 4| 0]
1 56| 0
3 0 4 2
{ }@[}: ________ |___
1 5 6 3
0 0 0] 2
100 0| 3

Results:

1) Ae(-A) = 0 if A=0.

2) (AeB)+(CeD) = (A+C)ea(B+D) if conformability for addition is satisfied, i.e., order

A = order C and order B = order D.

3) (AeB)(CeD) = AC @ BD if matrices are conformable for multiplication, i.e., the number

of columns of A equals the number of rows of B and, the number of columns of B is the
same as the number of rows of D.
Direct product: also called Kronecker product. Matrices can be of any order. The direct

product of matrices Amxn and Bix 1s:

auB CllnB
A*B = : : : = Cmrxnc
am]B ces amnB

Example:



Results:

1) for any matrixes A and B

(A*B) = A’ * B’

2) for vectors u and v

AR

3) for a diagonal matrix of order r and a matrix A,

D*A =dAed;Ae " edA

4) for partitioned matrices A and B,

[Al Az] *B = [AI*B Az*Bl

MR N

36
4 8

|

2
3

Il

}:

e

4 1
0 2

I

|

36
4 8

|
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8 2| 8 2

04| 04
4112 3|
02| 0 6 I

5) for partitioned matrices A and B,

()
AN W RN

A*[Bl Bz] 7 [A*B, | A*321

{2 2} 4 |1 i
* +
1 3 0| 2 i
8 2 | 8 2]
0 4| 0 4
----- EEEET I
4 1] 12 3
(0 2] 0 6]

6) If matrices A and B as well as C and D are conformable for multiplication,

(A*B)(C*D)

(HHRE) (N

{2 2
1 3

NHHEEH

— (AC * BD)

)] -
el

{20‘
20 _

(R NEED)

B ‘10}*[2]

L 10

‘20}
L 20
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Determinants
Scalar function (polynomial) of the elements of a square matrix. The determinant of a
rectangular matrix is undefined and does not exist.

The determinant of a matrix A,xn is called an n-order determinant, and it is written as:
det A = | A |

Evaluating (or reducing or expanding) a determinant

The determinant of the (square) matrix A, is:
| A | = aj ifn=1

Z ajj |Aij | (—1)i+j for any row 1 ifn>1,or

j=1

Al

= Z ajj |Aij | (—1)i+j for any column j ifn>1

i=1
where

Ajj = (n-1) x (n-1) submatrix of A obtained by deleting the i" row and the j™ column of A,

|Aij| = minor of element a;jin | A |,
| Ajj | (—1)i+j = cofactor of element a;; in | A| , 1.e., it is a signed minor.
Examples:

1) 1 x 1 matrix
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3] = 3
2) 2 x 2 matrix
4 2
‘ ‘ = @3- @)
1 3

3) 3 X 3 matrix

3 2 1
2 40
1 0 6

2 1 3 1 3 2
2‘ ‘(_1)2+]+4 ‘ ‘(_1)2+2+0 ‘ ‘(_1)2+3
0 6 1 6 1 0

— 2(12-0) + 4(18-1) + 0

= 44

This computational method is called expansion by the elements of a row (or a column) or

expansion by minors.

Remarks:
1) Interchanging two rows or two columns of a determinant changes its sign.
2) Ifascalar is a factor of a row it is also a factor of the determinant.

3) If arow of a determinant is a multiple of another row, the determinant is zero.
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4) Adding a multiple of a row to another row of a determinant does not change its value.

5) The determinant of AA, where X is a scalar and A an nxn matrix is A" | A | ,e.g.,

|-A|] = (-1)"|A]
6) for Apxn
|A"] = |A]

7) for Apxn and By

|AB| — |A||B]
8) if Apxy 1s diagonal

|A| = aj; a2 ... am
9) for Apxp, define:

A = singularif [A]| =0

A = nonsingular if [A|# 0
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