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ANIMAL BREEDING NOTES
CHAPTER 6

DISTRIBUTION FUNCTIONS OF RANDOM VARIABLES

Random variable: real value of a function of the outcome of an experiment. For instance, in
animal breeding models, animals are assumed to be the product of random sampling because:

(1) Chromosomes segregate at random to produce gametes (within each parent), and

(2) Gametes unite at random to produce zygotes and, after growth and development, animals.

Thus, for a particular trait, e.g., birth weight (BW), we could have the following genetic values for 3

gametes from bull B (X) and cow C (Y) with frequencies f(x) and f(y):

Bull B Cow C
X f(x) y f(y)
10 0.2 10 0.3
20 0.5 20 0.5
30 0.3 30 0.2

Here, X and Y are two random variables whose values are a function of the random segregation
process in bull B and cow C.
Discrete random variables: random variables whose set of possible values is either finite or
countable infinite. For a discrete random variable X, we can define the probability mass function
p(a) of x as

p(a) = Pi{x=aj}

where if X assumes any one of the values xj, X2, ... , X, then
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p(x;) > 0 fori=1, ...,
and
p(x) = O for all other values of x.

Also, since X must take one of the values x;,

> px) =1

Continuous random variables: random variables whose set of possible values is uncountable. A
random variable X is said to be continuous if there exists a non-negative function f, defined for all

real x € (-oo, ), such that for any set B of real numbers,

P{XeB} = [f(x) dx

where f(x) is the probability density function of random variable X.
Note: f(x) dx = P(x <X <x+dx) for dx small.

Since X must assume some value, f(x) must satisfy
P{X € (-0, 0)} = Tf(x) dx =1

Note: If B=[ab],
P{X=a} = _Tf(x) dx =0

i.e., the probability that a continuous random variable will assume any fixed value is zero.

Thus, for a continuous random variable:
P{X<a} = P{X<a} = [f(x) dx = F(a)

where F(a) is the value of the cumulative distribution function (c.d.f.) of the random variable X at a.
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Cumulative distribution function (c.d.f.)
The c.d.f. of the random variable X is defined for all real numbers b, -0 <b < o, by
F(b) = P{X<b}
Properties of the c.d.f.

(a) F is a non-decreasing function, i.e., ifa<b, then F(a) < F(b).

(b) lim F(b) = 1

bow
(©) lim F(b) = 0
b— -

(d) F(b) is right continuous, i.e.,

lim F(b) = F(bo)

b—>b6

where lim = asb — by, each b>b,.

bob
The c.d.f. for:
(1) a discrete random variable is:

F(a) = P{X<a}

= > p®

allx<a
(2) a continuous random variable is:
F(a) = P{Xe (-0, a]}

= P{X<a}
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= jf(x) dx
Differentiating both sides yields:
dia F(a) = f(a)

i.e., the derivative of the c.d.f. is the probability density function.

Animal breeding example (continued)

Bull B Cow C
X p(x) F(x) y p(y) F(y)
10 0.2 0.2 10 0.3 0.3
20 0.5 0.7 20 0.5 0.8
30 0.3 1.0 30 0.2 1.0

Joint distribution function: probability distribution function involving two or more random
variables. For instance, if X and Y are two random variables, the joint cumulative distribution
function of X and Y is given by:

F(a,b) = P{X<a, Y=<b}, -c0o<a b<oo.
Marginal distributions
(a) Marginal distribution of X

Fx(a) = P{X<a}

P{X< a,Y <o}

Plim {X<a,Y<b}

b—>ow
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= lim P{X<a, Y<b}

bow

= lim F(a, b)

b—>w

F(a, )

(b) Marginal distribution of Y

Fy(b) P{Y <b}

lim F(a, b)

a—» 0

F(o0, b)
Discrete random variables
(a) Jointc.d.f. of Xand Y

F(a, b)

P{X<a, Y<b}

> pxy)

allx<a
ally<b

where
p(x,y) = P(X=x, Y =y) = joint probability mass function of X and Y.

Note: The marginal probability mass functions of X and Y can be obtained from p(x.,y), i.e.,

pxx) = D pKxy)

y:p(x,y)>0

and

pyv(y) = D pxy)

all x > 0



(b) Marginal c.d.f. of X and Y.

Fx(a) = Z‘ px (x)

all x <a

and

Fy® = ) pv()

ally <b
Continuous random variables

(a) Jointc.d.f. of Xand Y

F(a,b) = P{X<a, Y<b}
a b
= | [ feey)dedy
where
62
fix,y) = %2 7h F(a,b)

The marginal probability density functions of X and Y are:

() = [foxy)dy

and

fr(y) = [fxy)dx
(b) Marginal c.d.f. of X and Y

Fx(a) = jfx (x) dx
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and

Fy(b) = [fy(y)dy

Conditional distributions
The conditional probability of event A given B is defined as the ratio of the joint probability of A
and B divided by the probability of B, assuming P(B) >0, i.e.,

P(A,B)

P(A|B) = P(B)

Discrete random variables

(a) Conditional probability mass function of X given Y =y

px|v(x|y) P{IX=x|Y =y}

P{X=x Y=y}
P{Y=y}

p(Xy)

for all y such that py(y) > 0
Py (¥)

(b) Conditional c.d.f. of X given Y =y

Fxv(aly) = P{X<alY=y}

> px|v(xly)

If the random variables X and Y are independent, i.e., if
P{X=x,Y=y} = P{X=x}P{Y=y}
then

px|y(X|y) = px(x)

P{X=x}



and

Fx|v(aly)

Fx(a)

P{X<a}

Continuous random variables

(a) Conditional probability density function of X given Y =y

fx|v(x|y)
Note:

x| v(x|y)

u

U

f(x,y)
fv(y)

f(x, y)dx dy
fv(y)dy

P{x<X<x+dx, y<Y<y+dy}
P(y<Y <y+dy)

P{x<X<x+dx | y<Y<y+dy}

where dx and dy are small values.

(b) Conditional c.d.f. of X given Y =y

Fx|v(aly)

P{X<alY=y}

[ v (xy)dx
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Animal Breeding example (continued)

The joint probability mass function of X (i.e., Bull B) and Y (i.e., Cow C) is:

Bull B (X)
x=10 x=20 x =30

p(x=10)=02 | p(x=20)=05 | px=30)=03 | py(y)
y=10 p(y0=310) 0.06 0.15 0.09 0.30

C C = =
P R Rt 0.10 025 0.15 0.50
y=30 p(y0=23°) 0.04 0.10 0.06 0.20
px(¥) 0.20 0.50 0.30 1.00

The joint c.d.f. of X and Y for F(20,10) is:

F(20,10)

P{X<20,Y<10}

0.06 +0.15
= 0.21
The marginal c.d.f. for X =10 is:

Fx(10) = px(10)

0.06 +0.10+0.04

0.20
The conditional probability mass function of X given Y = 30 is:
pX|Y(X‘Y) = P{X= X|Y =30}

P{X=x,Y =30}
P{Y =30}
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X PX|Y(X|30)

10 (0.04/0.20) = 0.20 = P{X =10}
20 (0.10/0.20) = 0.50 = P{X =20}
30 (0.06/0.20) = 0.30 = P{X =30}

In this example, py|y(x|y) = px(x) because X and Y are independent, i.e.,
P{X=x,Y=y} = P{X=x} P{Y=y}.
In fact, the p(x,y) were computed as px(X)py(y).

The conditional c.d.f. of X given Y =30 is:

X Fx|y
10 0.20
20 0.70
30 1.00

which is the same as Fx(x).
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